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Abstract— Mobile grid computing broadens the scope of grid computing by including a vast resource pool available in the form of mobile devices. As the number of mobile devices in use is bound to increase in coming years, and with enhanced features, mobile grid computing will have a lot to offer in the area of high performance computing. This paper surveys the paradigm of mobile grid computing and the features it offers in the current computing environment. We discuss the role of mobile devices in the existing grid technology. We also discuss the various challenges the paradigm faces as a result of inclusion of the feature of mobility in the grid computing environment.
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I. INTRODUCTION

Grid computing can be defined as a set of parallel and distributed systems that enable the sharing of geographically distributed, independent and heterogeneous resources like computers, software, etc., for effectively solving computationally intensive problems and to enable cooperative working. As put by Ian Foster in [1], grid computing is concerned with coordinated resource sharing and problem solving in dynamic, multi-institutional virtual organizations. In [2], grid is defined as a system that coordinates resources that are not subject to centralized control using standard, open, general-purpose protocols and interfaces to deliver nontrivial qualities of service. Since its inception, grid has been promising better and efficient utilization of resources along with delivering quality of service.

Mobile computing is another computing paradigm of distributed systems, considering mobility, portability and wireless communications [3]. It has been an area of continuous development and has defined a new approach to communication. It includes the mobility of both physical and logical computing devices. The number of mobile devices in use is enormous and newer and better featured devices continue to be modeled. They promote mobile communication and ubiquity of computers. However, they bring along problems of intermittent network, failures and faults, and limited resources.

While today’s grid computing environment consists of resources that are wired and static, the future envisages the need for a mobile grid scenario as the mobility of users is increasing day by day and so is their access to the resources. The extension of the grid to mobile computing by making it available to the users, even when they are mobile forms the basis of mobile grid. Mobile grid is a full inheritor of grid with the additional feature of supporting mobile users and resources in a seamless, transparent, secure and efficient way [5]. This extension of the grid dawns the new era of pervasive high performance computing. As the computer gets ubiquitous, it would require the extension of the various facilities available to it today. Mobile grid computing provides a new technology for solving complex and compute intensive problems in mobile or nomadic environments.

The main factors that hinder the growth of this paradigm as compared to the grid computing paradigm are the issues related to mobility and the constraints of mobile computing [3]: mobile devices are poor in available resources as compared to wired systems; mobile devices are more prone to security breaches; mobile connectivity is highly variable in performance and reliability; mobile devices rely on a finite energy source.

In order to enable the concept of mobile grid take over the existing grid, it is necessary that the effect of these constraints be minimized. Mobility needs to be integrated with the features of the existing grid technology. Section II presents some related works. Section III discusses the paradigm of mobile grid computing briefly. The various issues and their impacts are studied in section IV. The paper concludes with scope for future work discussed.

II. RELATED WORKS

Various authors have surveyed and reviewed the work done in the field of wireless grid computing including mobile grid computing [30-32]. But, none of them discuss the issues faced by mobile grid computing paradigm. In this paper, we provide a brief review of the various issues faced by mobile grid computing.

III. OVERVIEW OF MOBILE GRID

A. Definition of Mobile Grid

Mobile grid is a class of distributed systems, both wired and mobile, that autonomously engage in sharing of resources and exchange of services to provide higher performance and better utilization of the otherwise unutilized resources on the mobile devices. As the resources on the host are limited with power and memory constraints, it seems unnecessary for extending certain features of grid to the mobile host. But in future, when the systems become all-pervading, the constraints of power and memory would seem trivial when compared to the advantages offered by mobile grid. Besides, with continuous development in device technology, the constraints of power and memory are diminishing and mobile devices are having better specifications when compared to their predecessors. Mobile devices can make use of the available resources in the grid to perform any task or use them when on the move.
B. Existing Mobile Grid Architectures

The architectures proposed have generally added up certain features to the existing grids so as to allow it to handle mobile devices. Many mobile grid infrastructures have been modeled in order to support mobile devices in the grid. One of the works in this direction was initiated by the European Union with the Akogrimo project. The base of the model was that of a service grid, as the mobile grid is based on its principles [6]. Bruneo et al. presented a mobile agent based middleware for the mobile grid paradigm [7]. Mobile OGSI.NET, an extension of the grid implemented in OGSI.NET to the mobile devices [8]. In [4], clusters of certain mobile devices are created. Each cluster is centered on a proxy which can be either another mobile device, a non-mobile node within the Grid, or a dedicated middleware server. A variation to the proxy architecture is the Signal architecture that integrates mobile devices with existing grid platforms to allow operations using proxy-based system [9]. Architecture in [10], describes modules such as discovery service to identify and locate a middleware by a mobile device, communication interface to communicate between the client and the middleware etc. An energy efficient middleware for supporting multimedia services in mobile grid environments was suggested in [11]. A similar architecture was proposed in [12] which consist of a Broker Module that manages the resources, schedules jobs and monitors their execution, storing the data and the job results in task databases.

C. Need of Mobile Grid

Grid computing paradigm has become one of the most important techniques in the area of high performance computing. As the number of prospective users increase rapidly, the available resources can be supplemented with resources available from the mobile devices. As the mobile devices in use are huge in number, even a small percentage of their resource utilization in a grid environment shall be highly advantageous and useful [4]. Although significant work is being done in the field of increasing the processing and power capabilities of mobile devices, its value is lesser than that of a wired device.

The main difference between the grid and the mobile grid is mobility. Mobility of devices is not supported in most of the grids that are in operation today. This problem might seem trivial, but with millions of mobile devices running today and their processing power remaining unutilized to the maximum, it seems a good idea to include these in the existing family of grids. Apart from utilizing resources on the mobile devices, the mobile grid can provide mobile devices with an opportunity to use the resources on the grid, thereby saving their own resources considerably and overcoming the physical shortcomings of the device. Mobile devices having access to the grid as otherwise would have been done only when the user could access a wired device. Certain situations could allow the mobile devices to contribute to the grid resource warehouse. Though the idea of using resources of the grid on a mobile device seems unwanted and vague, certain situations may support it [12]. And these situations are sure to increase in the near future as computers get ubiquitous.

IV. ISSUES IN MOBILE GRID

A. Overview

As a combination of both mobile and grid computing, mobile grid raises a combined set of issues involving factors from both the computing areas. Mobility of devices raises much more issues or aggravates the existing issues. Higher mobility causes the execution time of a task to increase whereas higher availability of resources decreases execution time [13]. The mobility of a device also increases the monitoring overhead. Individually, work has been done in the areas described below in either grid or mobile for providing better features in the two areas of computing. After integration, certain parameters need to be concerned before applying those methodologies. The issues with mobile grid include a combination of those from grid computing like scheduling, security, resource management, fault-tolerance etc. and those from mobile computing like security, network connectivity, variable bandwidth, quality of service, energy-aware computing etc. as mentioned earlier.

The issues which concern the development of the paradigm are those related to scheduling, fault-tolerance, resource management, security, energy-awareness etc. The issues of network connectivity and bandwidth relate to fault-tolerance issue. Energy consumption can be optimized by having a trade-off between energy consumed and the quality of service provided in the computing environment [14]. The power available on the device is generally affected by operations performed by it. The solutions to the issues of scheduling, fault-tolerance etc. must consider the issue of energy because it is an important aspect of mobile devices. A successful integration of mobile devices into the grid would require that the functionalities of the grid are energy-aware for mobile devices.

B. Quality of Service

Quality of Service (QoS) in terms of mobile grid may be defined as the quality prerequisite of the type of service offered by the grid to the users. It has various parameters which govern the type of service being offered and the quality of results presented to the user. In context to grid computing, the various parameters defining QoS include the response time, throughput, availability, and security, and co-allocation of multiple resource types to meet complex user demands [2]. In context to mobile computing many QoS parameters have been defined in [15], including network connectivity, available bandwidth, disconnected operation, energy aware computing and secure computing.

In a mobile grid, these QoS parameters need to be taken care of to provide a good and reliable service. For instance, the communication between the user and service provider could break while executing a job that requires data communication, requiring the job to wait until the connection is re-established. This results in degradation of performance and results in failure to extract the full advantages of the grid. A certain QoS is guaranteed by
most implementations to ensure maximum advantage to the user. In case of a mobile grid, the QoS is generally compromised to hoard power available on the device. But on the whole, a minimum QoS is always guaranteed.

C. Scheduling and Resource Management

Users make use of resources by submitting tasks to the grid. Using some scheduling algorithms, the grid allocates those tasks to appropriate resources. Effective scheduling of jobs in a grid is complicated by a number of factors. The challenges in a mobile grid environment for job scheduling are more as compared to the grid due to the unreliable communication [20]. The scheduling is also affected by mobility and availability of resources.

The large number and the heterogeneous potential of the grid computing resources cause great challenges in resource management. Resource management includes resource discovery, provisioning and monitoring. The most important aspect of the resource management area is the selection of the apt resource from the pool and provisioning it to facilitate the user’s needs. In addition to these, the resource manager must also provide efficient monitoring of resources to collect utilization, availability and other resource-related information.

The simplest method of scheduling is to schedule the task to the available mobile node as presented in [16]. In this method, the node returned the output to the user at the completion of the task. If the node was out of the network or disconnected, the user waited until the node reconnected and returned the output. The node executed the task irrespective of connection. This method was limited to executing the task in a state of disconnection and did not deal with other factors such as limited power. It reduced the overhead incurred to the scheduler for determining the scheduling plan for allocating a job to a resource. The transfer had to wait until reconnection and hence might be delayed for a very long period.

An important aspect of scheduling is to allocate the job optimally minimizing the total cost of execution for the user. A method proposed in [18] used game theoretic pricing model for job allocation and optimizing the total system cost. The model was enhanced to handle mobility of nodes in [19]. It took into account the priority of jobs and offered pre-emptive scheduling.

Alongside mobility, the energy available on a mobile device is another crucial factor affecting scheduling. The method suggested in [22] considered various factors such as mobility, battery power to assign the resources to the jobs. Based on the dynamic characteristics of the mobile devices, mobile devices were ranked and grouped. The method dealt with the issue of fault tolerance by allocating the job concurrently to various nodes in a group. In case a higher ranking node failed to deliver the result, a lower ranking node provided the output, thus overcoming the issue of faults and failures. The method in [23] made use of Weibull distribution to estimate the failure rate of a node. Based on the estimated rate, it replicated and allocated the task to various nodes in the network. These resulted in redundancy of the result and unwanted utilization of resources in certain cases.

Due to the availability of redundant outputs the efficiency of the grid reduces and the main purpose of the grid is lost. Katsaros et al. presented an Installments scheduling policy [28]. The Installments policy involved partitioning the task into fragments and executing them on different nodes. Thus, in case of a node failure only the fragment executing at that node needed to be rescheduled and executed. This saved the task of performing the task again from beginning. It also reduced the wastage of resources, which, otherwise, happened in case of replication. The method proved to be inefficient when the tasks could not be fragmented.

Using the mobility pattern of the resources, an approximate period for which the resource is available can be estimated. The nodes in an area tend to follow a pattern of movement and based on that pattern, the availability of a node on the network can be determined. Such an algorithm was presented by Lee et al. [20]. The resource availability is measured and classified as: full availability, partial availability, unavailability by using the user’s mobility pattern. The jobs are allocated based on the communication interval and the number of times communication is needed amongst the devices. This model was a heuristic approach of scheduling jobs learning from the past behavior of the user.

D. Security

Mobile grid attracts many attacks due to its wide and open nature. With mobility, large distance inter-domain interactions between the users increase and hence the security mechanisms must scale to a global level. The mobility also adds the issue of physical security. Devices are less secure physically when mobile. There is always a threat of damage, theft etc. The wireless nature of the network poses an additional threat. The wireless network is more prone to eavesdropping, tracing and tampering of data [27]. Thus, means for secure handoff, managing disconnection etc. are needed to secure the computing environment to prevent intruders and theft of resources. Addressing the vulnerabilities of both the mobile and the grid is necessary to combat attacks in a mobile grid. Security in a mobile grid environment requires secure authentication and key management services along with authorization, integrity and confidentiality [24]. Secure logon does not ensure the integrity and confidentiality of messages, which remain vulnerable to attacks, and hence, require to be addressed.

Security features can be borrowed from the actual grid and mobile computing scenarios. The security features implemented in grid and mobile computing environment can be extended to the mobile grid environment by merging those features with each other. In [25], Rosado et al. presented security use cases to extend the features of grid security in a mobile grid environment. An efficient security approach is to separate the implementations of grid and mobile part of mobile grid. The security features of the wireless environment take care of transfer and receipt of jobs and other details. The grid security features take care of authentication, single sign-on and auditing. Wong et al. in [26] presented a mobile grid services framework which offered security support using the security features
available in the grid middleware and the mobile agent platform, which was used for imparting mobility support to the grid.

E. Fault-tolerance

The problems faced by mobile devices result in unpredictable network behavior and unreliable communication. Due to this, mobile grids also suffer the problem of frequent communication failure, which has an adverse effect on the grid, as there might be a data transfer in progress or some message passing amongst processes which gets interrupted and result in degradation of performance. In case of a failure, the same job has to be re-executed to obtain the desired results. This results in wasteful utilization of the resources. In order to effectively utilize the resources, certain fault tolerant implementations are required.

Two common ways for ensuring fault tolerance include checkpointing and task replication. Checkpointing is the process of saving the current state of the process. In case of a failure, the task can be restarted from the last saved state. Task replication provides fault tolerant performance by executing the task on several devices by creating replicas of the task. When a fault occurs, results from the other device can be used. This requires proper determination of the number of replicas to be run on different devices because if the number is too large, it would result in worthless redundant information, unless all other devices fail, and if too small, there might be a possibility that the results are not obtained and the resources were wasted on the devices. The main issue with task replication is the fact of the redundant information. The resources on certain devices might have done a job which is not useful in actual computation if all the devices have produced the result without any faults. This results in improper utilization of resources.

A simple method for implementation of fault tolerance suggested in [16] is to allow disconnected operation. When a mobile node joined a network, a job is extracted from the queue and assigned to it. The mobile node performed the job and transferred the result back to the mobile queuing server. In case of a disconnection, the job was still executed at the node. The results were transferred back when the node reconnected to the server. The problem with this scheme was that the time between disconnection and reconnection varies largely and depends on the network parameters other than the device’s mobility. Hence, it was undeterminable when the results shall be available to the server.

Another method to ensure fault tolerance is to provide mobile host proxies at the servers as in [17]. The mobile host proxy is the only interface to communicate between the mobile device and the base station. The base station coordinated amongst the various proxies to take checkpoints as initiated by the mobile host. The checkpoint was taken by coordinating amongst the various processes related to the one running on the mobile host. The context information of the mobile node such as the location information and the network status information could be used to optimize the process of checkpointing [21]. The context information was sent to the proxy and analyzed.

The proxy then informed the mobile device of the time to take a checkpoint using the analyzed information. The checkpointing depended on the calculation of available bandwidth. If the available bandwidth was above a certain threshold, local checkpointing was done; else checkpoint was taken on storage of the proxy. When a fault occurs, it discovered a resource that was functionally similar to the device with the fault, and enabled the continuation of the interrupted operation on the resource.

A decentralized approach to checkpointing was suggested by Darby and Tzeng [29]. A mobile host chose to take a checkpoint and saved it on its neighboring hosts rather than saving it on a base station. The choice of the host to save the checkpoint was based on a Reliability Driven methodology. The method assumed that all mobile hosts were aware of the quality of its own connection and that of its neighbors. The algorithm allowed a provider to pair with only one consumer. Hence, a weaker reliability link to a consumer was broken if another consumer requested and had a stronger reliability link. This resulted in an overhead on the mobile host as requests and breaks occur continuously. Message traffic also increased in the network which was undesirable. Another factor was the memory, which is limited in mobile devices where the checkpoints were stored. The method did not provide any information about the process of recovery in case of a fault.

In [22], an approach to address the problem of fault occurrence by concurrent execution of the required job at two or more devices was suggested. In case of a failure, the result from the other devices was used. Thus by redundant execution of the job at multiple nodes, the issue of fault-tolerance was dealt with. A similar model was proposed by Litke et al. in [23] which used Weibull distribution to determine the failure probability of a resource. The scheme replicated tasks based on the reliability function of the resources with which the job is associated. The replication techniques reduce the effective utilization of the resources because multiple resources execute the same job and in scenarios with fewer failures, redundant data is available. This is not desirable in a grid computing environment where we look to maximize the resource utilization for better computation. But in cases where fault tolerance is a priority, redundancy of data is of less consideration.

V. Conclusion

As advances continue in the field of mobile computing and handheld devices continue to be designed with better features, the mobile version of grid shall become the basis for ubiquitous and pervasive high performance computing in the forthcoming years. It shall provide more computational power to applications and services from the mobile resources which otherwise remain underutilized. It can be identified that mobility is the contributing factor to the problems faced by mobile grid apart from the issues of the normal grid. The issue of low power is another area of concern and must be taken care of along with other issues. QoS is an important consideration in certain real time scenarios which also needs to be considered in conjunction with power and other issues. Research is going on in the discussed areas to allow successful integration of the
mobile devices in the grid and to provide better utilization of the resources. With continuous work in afore-mentioned areas, mobile grid is sure to be an important computing paradigm in the near future.
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