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Abstract- Software testing is a quality-assess process for computer applications. Different qualitative and quantitative factors influence the process of testing during the software life cycle phase. In this paper a formal Test Process Model is designed and the change of behavior of the testing process is evaluated on the basis of several qualitative and quantitative influencing factors. The parameters are taken together, modeling is done and the higher order differential equation is solved by Euler’s method. The change of the behavior of testing process is marked by changing individual parameters keeping the others constant.
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I. INTRODUCTION
Software testing is an empirical technical investigation conducted to provide stakeholders with information about the quality of the product or service under test [1], with respect to the context in which it is intended to operate. It is one of the most time, effort and resource consuming stage of the software development life cycle [2]. So, it is always a demanding issue to control the influencing parameters so that the software test process can be controlled. The feature of a second generation process-centered software engineering environment, are grouped into three main areas: 1) process modeling, 2) process enactment, and 3) system architecture.

Previously, work has been done on formal and rigorous procedures applied to the software process [3][4][5], such as Statistical Process Control [6]. However, in practice, these and other less formal but rigorous approaches fall far short of the formalisms for process control that exist in other engineering disciplines. Here focus is on efforts on one significant phase of the Software Development Process (SDP), namely, the Software Test Process (STP). Though control of other phases of the SDP is often as important to an organization as the control of the test phase, the following two reasons motivated us to select the STP: 1) STP lends itself well to the characterization of input, output, and internal process variables and 2) there is a significant amount of data available from past and ongoing projects that is a key to the conduct of case studies to investigate the applicability of our model and approach. This second reason helps us to solve the difficult problem of identifying and estimating the key parameters to be included in any model of the STP.

II. THE STP CONTROL PROBLEM

Consider an application P under test. Assuming that the quality and schedule objectives were set at the start of the SDP and revised before the test process has started. For a scheduled target date or a set of checkpoints leading to a target date, the quality objective might be expressed in a variety of ways: 1) as the reliability of Product to be achieved by the target date [7], 2) as the number of errors remaining at the end of the test phase, or 3) as the increase in code coverage [8]. Further, the quality objective could be more refined and specified for each checkpoint. The experience of each tester [9] is another important factor to consider. It is the test team that carries out the testing activity and, hence, spends the effort that will hopefully help in meeting the objectives. The ever limited budget is usually a constraint to contend with. During the initial planning phase, a test manager needs to answer the question, how much effort is needed to meet the schedule and quality objectives? Experience of the test manager does help in answering this question. However, we approach this problem from a mathematical standpoint. The question stated above is relevant at each checkpoint. Assuming that the test manager has planned to conduct reviews at intermediate points between the start and the target date. The question might arise at various other points also, for example, when there is attrition in the test team. An accurate answer to the above question is important not only for continuous planning but also for process control and resource allocation. A question relevant for control is: How much additional test effort is required at a given checkpoint if a schedule slippage of, say, X percent can be tolerated? This question could be reformulated in many ways in terms of various process parameters.

III. MODELING THE SOFTWARE TEST PROCESS

A number of variables and parameters are specific to the system test phase:

\( W_e \) – Effort in manpower
\( s_c \) – Software complexity
\( PL \) – Program level
\( N \) – Program length
\( N_o \) – Total occurrences of operators
\( N_o \) – Total occurrences of operands
\( e_{et} \) – Effective test effort
\( e_{er} \) – Error reduction resistance
The model allows one to choose from a variety of a combination of existing complexity measures to obtain a value of $s_c$. For example, we could use program size, cyclomatic complexity [10], or a combination of both to compute $s_c$.

**Model Assumptions**

Four key assumptions are presented next. The model considers that these assumptions govern the STP.

**Assumption-1** The rate at which the velocity of the remaining errors changes is directly proportional to the net applied effort ($e_n$) and inversely proportional to the complexity of the program under test [11][12]. This leads to:

$$r' = \frac{e_n}{s_c}$$

$$= \Rightarrow e_n = r' * s_c$$  

(1)

**Assumption-2** The effective test effort is proportional to the product of the applied work force and the number of remaining errors [13][14][15]. This leads to

$$e_{er} = \frac{\zeta(s_c)}{s_c} * W_f * r$$  

Where, $\zeta(s_c) = \frac{\zeta}{s_c} * b$ is a function of software complexity.

Parameter $b$ depends on the characteristics of the product under test. The behavior of Assumption 2 is similar to the rate of decrease of errors [16], [17], [18] when software reliability models are applied to the STP [19].

**Assumption-3** The error reduction resistance opposes, is proportional to the error reduction velocity, and is inversely proportional to the overall quality of the test phase [20][21]. This leads to

$$e_{er} = \frac{1}{r}$$

(3)

for an appropriate constant $e$ . The negative sign indicates that the error reduction always opposes $r'(t)$.

The justification of Assumption 3 relies on an analysis of its behavior under extreme conditions. A very low quality will induce a large resistance, i.e., as $\gamma \to 0, e_r \to \infty$. The same is true for values of $r'$ i.e., the larger $r'$ is, the larger the error resistance $e_r$. This implies that the faster one attempts to reduce the remaining errors, the more likely one is to make mistakes that slow the test process.

**Assumption-4** according to Halstead software science [22], the effort required to debug a program increases as the size of the program increases and the it takes more effort to implement a program at a lower level (higher difficulty) compared to another equivalent program at a higher level (lower difficulty). Thus the effort in software science,

$$e_b = \frac{V}{PL}$$

(4)

From Assumptions 1, 2, 3, 4 we can obtain the Total Effort spent on testing a software product and monitoring the change of effort with respect to change in Time. Applying all these on Force equation $F=m*a$, where $F$ is the total effort spent to make the product bug free and $m$ is the number of errors of the project at the beginning phase of the testing.

**IV. A DIFFERENTIAL EQUATION MODEL OF THE STP**

Hence, $e_n, e_r, e_r$ can be related by the following force balance equation: Here all efforts applied to the system are on left-hand side and at the right-hand side mass is taken as the initial number of errors in the system [23], i.e. say 100.

$$S_c * \frac{d^2 r}{dt^2} + \epsilon * 1 / \gamma * \frac{dr}{dt} + \zeta * W_f * r(t) +$$

$$\{(N_1 + N_2) * (\eta_1 + \eta_2) * \log_2 (\eta_1 + \eta_2) / 2 \eta_2 = E_{total}$$

$$r(0) = 100$$

$$\Rightarrow \frac{d^2 r}{dt^2} + \epsilon * 1 / \gamma * 1 / s_c * \frac{dr}{dt} + \zeta * W_f * 1 / s_c * r(t) +$$

$$\{(N_1 + N_2) * (\eta_1 + \eta_2) * \log_2 (\eta_1 + \eta_2) / 2 \eta_2 * s_c = K$$

$$r(0) = 100$$

**V. SOLVING MODEL BY EULER METHOD**

The Euler method may be considered the fundamental method for solving differential equations by numerical techniques [24][25]. Its basis is the representation of differential equations by finite difference equations.

Consider the following general first-order differential equation:

$$\frac{dy}{dx} = f(x,y)$$

Applying the concept of finite differences (i.e.; the concept that differentials (infinitesimally small quantities) can be approximated by finite-sized quantities), we can write that

$$\frac{dy}{dx} \approx \frac{\Delta y}{\Delta x} = \frac{y_{n+1} - y_n}{x_{n+1} - x_n}$$

This statement becomes more nearly true as $\Delta x$ becomes closer and closer to zero.

If we let $h$ equal the step size such that $h = \Delta x = x_{n+1} - x_n$

Then, $x_{n+1} = x_n + h$

Then the differential equation can be represented as,
\[
\frac{dy}{dx} \approx \frac{\Delta y}{\Delta x} = \frac{y_{n+1} - y_n}{x_{n+1} - x_n} = \frac{y_{n+1} - y_n}{h} = f(x_n, y_n)
\]

Or \( y_{n+1} = y_n + h f(x_n, y_n) \)

This equation, along with the equation \( x_{n+1} = x_n + h \) becomes an iterative algorithm from which we can calculate a table of values of \( x_i \) versus \( y_i \) which represents the solution to the first-order differential equation. All we need is some starting conditions (also called initial conditions or boundary conditions) to get the algorithm started.

Symbolically, the iterations would look like the following:

At, \( x=x_0, y=y_0 \)

\ldots

\( x_{n+1} = x_n + h \)

\( y_{n+1} = y_n + h f(x_n, y_n) \)

Applying Euler’s method we can simplify the Higher Order Differential Equation. First, the second order differential equation is written as two simultaneous first-order differential equations as follows.

Assume \( X_1(t) = r(t) \)

And \( \frac{dX_1(t)}{dt} = X_2(t) = \frac{dr(t)}{dt} \)

Again, \( \frac{dX_2(t)}{dt} = \frac{d^2r(t)}{dt^2} \)

But from Eq-1, \( \frac{dX_2(t)}{dt} = \frac{d^2r}{dt^2} = \frac{1}{s_c} \left[ \left( N_1 + N_2 \right) \left( \eta_1 + \eta_2 \right) \log_2 \left( \eta_1 + \eta_2 \right) / 2 \eta_2 \right] \)

Above equation is in the form,

\[ r''(t) = C_1 X_1(t) + C_2 X_2(t) + M \]

Where \[ M = - \left\{ \left( N_1 + N_2 \right) \left( n_1 + n_2 \right) \log_2 \left( n_1 + n_2 \right) / 2 n_2 \right\} \]

\[ \begin{bmatrix} X_1' & \\ X_2' & \\ \end{bmatrix} = \begin{bmatrix} 0 & 1 \\ -C_1 & C_2 \end{bmatrix} \begin{bmatrix} X_1 \\ X_2 \\ \end{bmatrix} + M \]

Using Euler’s method we get,

\( r_{i+1} = r_i + f_i(t_i, r_i, X_i)h \quad \text{(Eq 2)} \)

\( X_{i+1} = X_i + f_i(t_i, r_i, X_i)h \quad \text{(Eq 3)} \)

To find the value of \( r(t) \) and since we are using a step size of 0.25 and starting At, \( t=0 \), we need to take several steps to find the value of \( r(t) \) with respective time units.

VI. EFFECT OF PARAMETERS ON STP

Case 1

In the first case keeping the variables like \( \eta_1, \eta_2, \xi, s_c \) and \( \gamma \) [26] constant the effect of \( w_f \) on the testing process is shown below. The graphs (Figure 1) are plotted by taking the values from the table I. From the first graph it can be observed that as the initial number of errors is same in all the cases, at \( w_f = 6 \), after 35 days the test process is going to an end. Similarly from second, third and fourth graph it can be observed that at, \( w_f = 5, w_f = 4, w_f = 3 \) after 40, 50, 60 days the test process is going to an end respectively. Hence it can be concluded that increasing Test Effort in terms of workforce takes less time to make the product bug free.

**TABLE I**

<table>
<thead>
<tr>
<th>At, ( \gamma = 0.05, s_c = 30, \xi = 20, \eta_1 = 21, \eta_2 = 141 )</th>
<th>Duration In Days</th>
<th>Number of Errors Remaining</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>84</td>
<td>88</td>
</tr>
<tr>
<td>5</td>
<td>70</td>
<td>74</td>
</tr>
<tr>
<td>10</td>
<td>52</td>
<td>56</td>
</tr>
<tr>
<td>20</td>
<td>26</td>
<td>34</td>
</tr>
<tr>
<td>30</td>
<td>9</td>
<td>11</td>
</tr>
<tr>
<td>40</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>60</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>70</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>
Case 2
In the second case keeping the variables like $\eta_1, \eta_2, \varsigma, w_f$, and $\gamma$ constant the effect of $s_c$ on the testing process is shown below. The graphs (Figure 2) are plotted by taking the values from the table II. From the first graph it can be observed that as the initial number of errors is same in all the cases, at $s_c=20$, after 40 days the test process is going to an end. Similarly from second, third and fourth graph it can be observed that at, $s_c=25$, $s_c=30$, $s_c=35$ after 50, 60, 70 days the test process is going to an end respectively. Hence it can be concluded that as the complexity of the product increases it takes more time to make the product bug free.

### TABLE II

<table>
<thead>
<tr>
<th>At, $\gamma = 0.05, w_f = 5, \varsigma = 20, \eta_1 = 21, \eta_2 = 141$</th>
<th>Duration In Days</th>
<th>Number of Errors Remaining</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$s_c = 20$</td>
<td>$s_c = 25$</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>84</td>
<td>86</td>
</tr>
<tr>
<td>5</td>
<td>66</td>
<td>72</td>
</tr>
<tr>
<td>7</td>
<td>58</td>
<td>65</td>
</tr>
<tr>
<td>10</td>
<td>45</td>
<td>53</td>
</tr>
<tr>
<td>20</td>
<td>17</td>
<td>29</td>
</tr>
<tr>
<td>30</td>
<td>5</td>
<td>9</td>
</tr>
<tr>
<td>40</td>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>60</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>70</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>

Case 3
In the third case keeping the variables like $\eta_1, \eta_2, \varsigma, s_c, w_f$ and $\gamma$ constant the effect of $\eta_1$ and $\eta_2$ on the testing process is shown below. The graphs (Figure 3) are plotted by taking the values from the table III. From the first graph it can be observed that as the initial number of errors is same in all the cases, at $\eta_1 = 21$ and $\eta_2 = 35$, after 40 days the test process is going to an end. Similarly from second, third and fourth graph it can be observed that at, $\eta_1 = 21$ and $\eta_2 = 721$, $\eta_1 = 141$ and $\eta_2 = 21$, $\eta_1 = 212$ and $\eta_2 = 721$ after 50, 60, 70 days the test process is going to an end respectively.

Hence it can be concluded that as the complexity of the product increases it takes more time to make the product bug free.

### TABLE III

<table>
<thead>
<tr>
<th>At, $\gamma = 0.05, w_f = 5, s_c = 30, \varsigma = 20$</th>
<th>Duration In Days</th>
<th>Number of Errors Remaining</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\eta_1 = 21$</td>
<td>$\eta_1 = 21$</td>
</tr>
<tr>
<td></td>
<td>$\eta_2 = 35$</td>
<td>$\eta_2 = 721$</td>
</tr>
<tr>
<td>0</td>
<td>100</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>83</td>
<td>87</td>
</tr>
<tr>
<td>5</td>
<td>61</td>
<td>72</td>
</tr>
<tr>
<td>7</td>
<td>52</td>
<td>67</td>
</tr>
<tr>
<td>10</td>
<td>37</td>
<td>51</td>
</tr>
<tr>
<td>20</td>
<td>14</td>
<td>25</td>
</tr>
<tr>
<td>30</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>40</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>60</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>70</td>
<td>2</td>
<td>2</td>
</tr>
</tbody>
</table>
Case 4

In the fourth case keeping the variables like $\eta_1$, $\eta_2$, $\gamma$, $w_f$ and $\zeta$ constant the effect of Quality on the testing process is shown below. Quality of Software Product $Q = 1/Software\ complexity\ (s_c)$ is considered. A number of Quality factors enter into a given organization, including:

1. Work force experience and expertise,
2. Test strategy/adequacy,
3. Coverage criteria,
4. Tool use/adequacy, and
5. Deadline pressure.

The graphs (Figure 4) are plotted by taking the values from the table IV. From the first graph it can be observed that as the initial number of errors is same in all the cases, at $Q=0.50$, after 40 days the test process is going to an end. Similarly from second, third and fourth graph it can be observed that at, $Q=0.40,\ Q=0.33,\ Q=0.30$ after 50, 60, 70 days the test process is going to an end respectively. Hence it can be concluded that as the quality of the product increases it takes less time to make the product bug free.

### TABLE IV

<table>
<thead>
<tr>
<th>$\gamma = 0.05, w_f = 5, \zeta = 20, \eta_1 = 21, \eta_2 = 141$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Duration</strong></td>
</tr>
<tr>
<td>In Days</td>
</tr>
<tr>
<td>0</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>5</td>
</tr>
<tr>
<td>7</td>
</tr>
<tr>
<td>10</td>
</tr>
<tr>
<td>20</td>
</tr>
<tr>
<td>30</td>
</tr>
<tr>
<td>40</td>
</tr>
<tr>
<td>50</td>
</tr>
<tr>
<td>60</td>
</tr>
<tr>
<td>70</td>
</tr>
</tbody>
</table>

**Fig. III**

**Fig. IV**

### VII. SUMMARY AND CONCLUSIONS

The Euler method of solving differential equations and the state variable approach is used to model the software test process. Different Qualitative and Quantitative parameters are taken and their influence on the software test process is observed by taking different case studies. This current work will help people within the organization to control the useful resources like work-force so that the process of testing can be achieved within limited period. Hence the work concludes that monitoring the test process along with identifying the major influencing parameters help to complete the testing process in a limited duration consuming less resources resulting profit in the software development.
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