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Abstract—Kademlia is a structured peer-to-peer (P2P) application level network, which implements a distributed hash table (DHT). Its key-value storage and lookup service is made efficient and reliable by its well-designed binary tree topology and dense mesh of connections between participant nodes. While it can carry out data storage and retrieval in logarithmic time if the key assigned to the value in question is precisely known, no complex queries of any kind are supported. In this article a broadcast algorithm for the Kademlia network is presented, which can be used to implement such queries. The replication scheme utilized is compatible with the lookup algorithm of Kademlia, and it uses the same routing tables. The reliability (coverage) of the algorithm is increased by assigning the responsibility of disseminating the broadcast message to many nodes at the same time. The article presents a model validated with simulation as well. The model can be used by nodes at runtime to calculate the required level of replication for any desired level of coverage. This calculation can take node churn, packet loss ratio and the size of the overlay into account.
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I. INTRODUCTION

Broadcast messaging is infrequently used by applications built on peer-to-peer overlay networks. Due to the significant number of nodes of these overlays, broadcast messages generate large network traffic. Structured P2P overlays were, in turn, developed to reduce the traffic generated by data lookup requests, which were based on flooding mechanisms in earlier overlays like Gnutella.

However, some applications still require broadcast messaging. For example, it can be used to implement partial keyword searches, or so called blind searches. Broadcast messages can also be used in any structured peer-to-peer network to disseminate information valuable for all peers. Types of such pieces of information include system-wide configuration parameters or global messages in instant messaging services. Blind search requests are also not much different from broadcast messages: the search requests are forwarded like a broadcast message, but forwarding is stopped once the request is able to be fulfilled.

The topologies of structured overlay networks are organized in such a way, that the diameter of the overlay, i.e. the number of hops between any two nodes in the topology is small. By following this topology, broadcast messages can be delivered to nodes quickly, usually in logarithmic time. Problems arise however when nodes or network connections fail, or malicious (Byzantine) nodes join the network. These hinder the correct functioning of communication, and even cause that most nodes do not receive the message at all.

In this paper, we present a broadcast algorithm for the Kademlia overlay network, which uses replication to ensure reliability. We deduce formulae to estimate the correctness of the algorithm in the function of network packet loss ratio and node reliability, and also to select the required replication factor to overcome these. The results are validated with simulation as well.

II. RELATED WORK

Peer-to-peer (P2P) systems work on application level overlay networks, in which all nodes are clients and servers at the same time [1]. Nodes can use services of others, for which they also allow their own resources by anyone. These resources include shared files, storage space, computational power and such. As connections on the application level are freely chosen by nodes, different topologies can be built, so the most feasible topology can be chosen for a specific application.

A. Structured P2P Networks

Structured P2P networks utilize a predefined topology, in which the diameter of the overlay network is usually only logarithmically proportional to the number of nodes. This makes overlays scalable. To achieve this, different topologies are to be used. Chord, for instance, organizes its nodes to a ring using their NodeIDs. Each node has its own connections to neighboring ones, but there are also auxiliary connections to nodes being a half, a quarter, one eighth etc. further away on the ring. Distance between any two nodes is measured on the perimeter of the ring.

Kademlia, in turn, organizes its nodes to a binary tree. (For an in-depth discussion of the internal mechanisms of Kademlia, please refer to [2].) Distance between nodes is calculated using the XOR (exclusive or) function, which essentially captures the idea of the binary tree topology. For any nodes A and B, the magnitude of their distance $d(A,B)=A\oplus B$, e.g. the most significant nonzero bit of $d$ is the height of the smallest subtree containing both of them. The application level routing tables of Kademlia nodes, which store $<\text{NodeID};\text{IP address}>$ associations, are aligned to these subtrees. The size of the tables is limited to $k$ for any subtree, so for the distant half subtree a node knows at most $k$ nodes, for the distant quarter subtree at most $k$, and so on. These tables are usually called $k$-buckets. Lookup requests travel
along the path set by decreasing distance, e.g. to smaller subtrees closer in every step to the destination. Any node can lookup an arbitrarily selected one in $O(\log N)$ steps, where $N$ is the size of the overlay. For the lookup procedure to work correctly, at least one node is to be known for all the subtrees of decreasing size. Knowing more nodes enhances stability and provides the ability to initiate parallel lookups for increased speed.

B. Broadcast in P2P Networks

The broadcast algorithms of P2P networks generally use the connections already set by their topology. As discussed
above, these already have the property of making the diameter of the network small, and therefore provide short paths for messages sent. By using these, it is not necessary to initiate extra lookup requests to build new paths for dissemination of the broadcast message [3].

Several broadcast algorithms presented in the literature are based on selecting responsible nodes for specific intervals of NodeID space. By properly partitioning the address space, the broadcast using $N-1$ messages can be sent in $O(\log N)$ time, where $N$ is the size of the overlay. If the tree formed by the path of the messages is higher than that, the broadcast will be slower [4]. The algorithms presented handle churn (nodes quitting, failing or maybe joining) with various levels of reliability and extra cost [5].

![Figure 3: Error of broadcast messaging as it is seen in simulation. If messages sent to reliable peers are lost, complete subtrees are left out of the broadcast](Image 49x442 to 288x559)

The Efficient Broadcast algorithm partitions the address space of Chord into equally sized intervals [6]. For example, in an overlay, which uses the address space $[0,8]$, the node with the address 0 initiating the broadcast will divide the address space into the intervals $[0,4]$ and $[4,8]$. In the latter one, node 4 is responsible for sending the message, while in the former, node 0 is responsible. So it refines the interval to $[0,2)$ and $[2,4)$ again, and node 4 does the same for its own selected interval. The reliability of this algorithm can drop rapidly [3] when it experiences packet losses or incorrect routing tables due to churn [7].

Reliability can be improved by instructing selected responsible nodes to provide an acknowledgement of successful broadcast [8]. This is a recursive mechanism: a responsible node will send the acknowledgement to back to the one it is selected by, if it has received all the acknowledgements from the nodes it selected for its smaller intervals. After a predefined timeout, new responsible nodes are selected. While this solution is applicable for routing table deficiencies, it fails to provide adequate correctness when malicious nodes join the overlay, which reply to broadcast requests with false positive acknowledgements.

Other algorithms use epidemic-style communication to cover the address space of overlays. By the combination of the two approaches, the number of messages does not increase significantly [3]. For example, in the algorithm Efficient Broadcast in P2P Grids, responsible nodes randomly select more neighbors for sending them the message as a duplicate [9]. This ensures reliability in case of nodes failing or quitting the overlay. Algorithms based on selecting responsible nodes are generally faster that the ones working with random selection. However, the latter are more reliable when network errors are present.

Efficiency can be improved if the aim of the broadcast is to provide blind search. For these, forwarding the message to neighbors is stopped if the search request is fulfilled [10], or the flooding can also be stopped by assigning a TTL (time to live) field to messages and decrementing it with every hop [11].

### III. The Replication-Based Broadcast Algorithm For Kademlia

In this section, the novel broadcast algorithm is presented, which can be parameterized with the level of replication. The simplified operation of the algorithm without replication is presented first, and then reliability is estimated using this model.

#### A. The Transformation of the Kademlia Address Space

The broadcast algorithm described in this paper assumes that the node initiating the broadcast has NodeID 0. However, algorithms which have this assumption can work on any overlay and can be run by any node, as discussed below.

In Kademlia, any node can be transformed into the 0 point of the NodeID space, and during this transformation the distance and neighbor relations of the overlay nodes are invariable. The transformation is achieved by using the XOR function on the NodeIDs of the overlay for each of the nodes with a selected transformation constant denoted with $X$. Every nonzero bits of $X$ will make specific subtrees of the topology switch spaces. If $X$ is 1000…, e.g. the most significant bit is 1, the left and right half subtrees will switch places in the overlay, but the subtrees themselves will be left unaltered. If $X$ is 0100…, the quarter subtrees will do the same in both the left and the right half subtree and so on. With the transformation every node is assigned a new NodeID, which will be

$$N' = N \oplus X$$

(1)

However, due to the properties of the exclusive or function, distances of node are unchanged:

$$D = A' \otimes B' = (A \otimes X) \otimes (B \otimes X) = A \otimes B$$

(2)

This implies that the routing tables of the transformed overlay are essentially the same as those of the original, as they are dependent on the distances of nodes in the XOR topology, which are the same in both. To move any node into the 0 point, the NodeID in question has to be used as the transformation constant $X$. Figure 1 shows this operation for node 1010.

#### B. Broadcast on the Kademlia Topology

The algorithm presented here works similarly as those that operate on Chord as discussed in Section II, but adapted to Kademlia. In this algorithm, the node initiating the broadcast selects nodes from distant subtrees, each smaller than the previous, and sends them the message, as seen on Figure 2. We call these nodes responsible or delegate for a subtree, because they are responsible for forwarding the
broadcast in their own subtrees.

The broadcast uses the $k$-buckets of Kademlia. The node initiating the broadcast will send a message to any node from the distant half tree, which will be responsible for carrying out the broadcast in its own subtree. The initiator node is in turn responsible for its own half, so it sends the message to a randomly selected node from its own half subtree, but its distant quarter tree, and so on. This is continued until the subtrees are run out: in every step, the responsibility for the distant subtree is delegated to a randomly selected node, while the responsibility for its own subtree is kept by the node running Algorithm 1. (Note that bucket[i] in the algorithm refers to the nodes’ own $k$-buckets, as those are always sorted by the distances, not the absolute value of addresses.) An important tag in the message for this algorithm is the height variable, which determines the size of the subtree the node is responsible for. This is incremented on each forwarding step. The broadcast is initiated with the height value set to zero, e.g. the initiator node is at first responsible for the whole tree.

C. Reliability Problems Caused by Network Errors

A relevant weakness of the algorithm presented above is that messages sent have significantly different importance, and the level of responsibility delegated also varies much. The delivery of the message for even half of the tree is dependent on the successful delivery of a single message. Figure 3 shows a result of a simulation in which a message with $i=2$ was lost during transport, causing 25% of the nodes to be skipped. This problem is due to nodes quitting, failing or out of date routing tables caused by churn.

Other figures of merit of the algorithm are affected by the different importance of messages as well. For example, the latency of a message selecting a responsible node for a half tree will have an impact on the broadcast delivery time for the whole subtree it is responsible for. Therefore, the deviation of delivery times for messages is very high.

D. Calculating the Reliability of the Algorithm

The reliability of the algorithm, e.g. the ratio of nodes getting the message can be calculated by examining the probability of proper responsibility delegation, as seen on Figure 4. The responsibility is properly delegated if the message selecting the delegate node is neither lost, nor is the node Byzantine. In the following calculation, $P_s$ denotes the probability of failure. We assume that network packet losses are unrelated, and are therefore uniformly distributed. The probability of successful delegate selection is $P=1-P_s$.

The expected number of nodes getting the message for two immediate neighboring nodes is $1+P$ accordingly, as seen on the left hand side subfigure on Figure 4. The node sending the message has already received it, so its expected value is 1. The node receiving this message adds an expected value of $1-P=P$.

For an overlay of four nodes, e.g. twice as large, the same argument applies to subtrees. The left hand side subtree will receive the message, as the original initiator is responsible for that. So the expected number of nodes receiving the message in that subtree is $1+P$. On the other hand, in the right hand side subtree this only applies if the responsible node for the subtree receives the message. This also has the probability of $P$. The expected value for that subtree is $P(1+P)$. Summing these we get $(1+P)+P(1+P)$, which equals to $(1+P)^2$. By generalizing this reasoning, the expected number of nodes receiving the message for a tree of height $b$ is $M=(1+P)^b$. Dividing this by the number of all nodes, $2^b$ to get the ratio of nodes receiving the message, the result is:

$$m = \left(\frac{1+P}{2}\right)^b$$  \hspace{1cm} (3)

Byzantine nodes, which do not forward the message, will have the exact same effect on reliability as lost packets. The algorithm chooses responsible nodes randomly from $k$-buckets, so there are no points of address space which would have any more significance than others. If the overlay has $N_b$ Byzantine nodes, the probability of choosing a Byzantine node to be responsible is $P_s = N_b / N$ with $N$ being the number of all nodes in the overlay. In order for them to be effective, they must have resources comparable to that of the overlay as a whole, which is highly unlikely.

The above reasoning assumes that Byzantine nodes are distributed evenly (or they distribute themselves evenly) in overlay address space. As responsible nodes are selected randomly, there are no intervals in the address space, which have a significant importance for the broadcast. If the Byzantine nodes were aiming to hinder the whole broadcast mechanism in the overlay, they would have to distribute themselves evenly. The more Byzantine nodes are inserted into an overlay, more harm is caused. If these nodes are under control of a specific attacker, he must have resources comparable to that of all nodes in the overlay to cause...
significant harm, because to increase the failure of a delegate selection to \( P_h \), it has to insert \( P_h = N_h / N \) nodes.

![Figure 5. Simulation results for different packet loss ratios occurring on different subtree sizes during the broadcast](image)

**E. Broadcast with Replication**

To overcome the effect of packet losses and Byzantine nodes, one can use replication. In the upgraded Algorithm 2, more responsible nodes are selected for each subtree. The number of these is denoted with \( k_b \). Applicable values range from 2 to \( k \), the size of \( k \) -buckets. \( k \leq d \) must hold, otherwise one would need extra FIND_NODE requests to get IP addresses of already known nodes for a subtree.) As a node can receive a message more than once, messages are to be tagged with a unique identifier as well.

By selecting more responsible nodes from each subtree, the probability of the message getting lost will decrease. As any responsible node can handle the task of broadcasting for any given subtree, this probability will be \( P_{h,k,b} \), where \( P_h \) is the probability of a single message getting lost, and \( k_b \) is the number of responsible nodes in each tree. The probability of a subtree receiving the broadcast is therefore increased to

![Algorithm 2. Broadcast for Kademlia with replication](image)

\[ 1 - P_{h,k,b} \]

For example, in an overlay with a fairly high ratio of network errors, \( P_h = 10\% \), selecting \( k_b = 2 \) will reduce the probability of losing the message to \( P_{h,k,b} = 1\% \), thus reliability is increased from \( P = 90\% \) to \( P = 99\% \).

Reliability can be increased to any desired level with a properly selected \( k_b \) value. By using \( P = 1 - P_{h,k,b} \) and eq. (3), we get

\[ m = \left( \frac{2 - P_h}{2} \right)^{k_b} \]  

(4)

which can then be solved for \( k_b \) (rounded up, as replication cannot be a fraction, but only an integer):

\[ k_b = \left[ \frac{\ln \left( \frac{2}{P_h} \right)}{\ln \left( \frac{2}{m} \right)} \right] \]  

(5)

Here \( n \) is the required level of reliability, \( P_h \) is the packet loss (or Byzantine node) ratio, and \( b \) is the number of address bits which is estimated by \( b = \log_2 N \) for an overlay with \( N \) nodes.

The required replication level calculated in eq. (5) is only virtually a function of the number of bits in NodeIDs. Real overlay networks never have fully populated address spaces, but much less nodes. (Kademlia uses 160-bit addresses [2], which would mean \( 2^{160} \) nodes.) The reasonable size for an overlay is only \( 10^6 \) or \( 10^7 \) nodes. This implies that the address space of such is essentially empty. The number of hops between any two nodes is therefore much less than \( b \). Assuming that nodes are using the address space uniformly (which is the likely scenario, either because their addresses are generated using a proper pseudo random number generator, or calculated using hash functions from their IP addresses), an equivalent value of \( b \) to be substituted into eq. (4) can be calculated using \( b = \log_2 N \).
col message. This implies that eq. (5) can be parameterized by any node at runtime.

Figure 6. For the discussion of network traffic generated by the algorithm for different latency distributions

F. Differentiated Replication Levels

The different failure ratios caused by lost messages for different trees suggest that replication levels should be handled differently for each subtree size. Intuition suggests that for tall subtrees with many nodes, a higher replication level might be feasible, as a packet loss in these trees cause a greater number of nodes missing the message. However, this is not exactly the case, as replication levels used at different heights of the tree have the same effect on coverage. This can be proved by simulation, and also analytically.

Consider Figure 4 again. The node pair on the left hand side of this figure has an expected value of $1+P$ for coverage (as discussed above), whilst the overlay of four nodes on the right hand side part of the figure has an expected value of $(1+P)+P(1+P)$, where $P$ is the probability of proper delegation. On one hand, if we assume the arrival of messages in the small subtrees (red arrows), we get either 50% or 100% coverage for the full tree, depending on the arrival of the message between the two trees (blue arrow). On the other hand, by assuming the arrival of the blue message, the coverage of the tree can be 100% (if both red messages arrive), 75% (if one of them is lost) or 50% (if both get lost during transport). This means that coverage can still drop to 50%, because success depends on the two messages, not only one.

By considering a subtree of any size, we can observe the same phenomenon. The possible coverage values will be different (more subtree sizes will appear), but the expected value of coverage will be independent of the size of the subtree the packet loss occurs in. Proper delivery will depend on more and more messages with the increasing tree size. Figure 5 shows this in simulation. The red dots illustrate individual simulations, and the blue dots show the average value (expected tree coverage) for the packet loss ratio selected by the x axis. As we increase the subtree size, on which the packet loss occurs, the expected value function remains the same. (The small fluctuation of individual coverage values around 75%, 50% etc. is caused by the imbalance of the overlay trees simulated.) The overlays in these simulations contained 4096 nodes.

This means that in order to achieve a desired level of coverage, the expected value of proper delegation must be kept high in all subtree sizes. This measure is where $P_x$ is the probability of proper delegation in level $x$. By substituting $P=1-P_{\text{kb}}$ with differentiated $k_{\text{b}}$ replication levels for each subtree, we get:

$$m = \frac{1 + P_{k_{b,1}}}{2}, \frac{1 + P_{k_{b,2}}}{2}, \frac{1 + P_{k_{b,3}}}{2}, \ldots,$$

where $x$ is the height of the subtree and $k_{b,x}$ is the replication used on that level. (This formula is not applicable for the smallest subtrees, because the address space is not completely filled.) By increasing $k_{b,x}$ for subtrees of height $x$, we can enhance the coverage independently of the size of the subtree. This is easier in taller trees, where $2^x$ is much less than in smaller ones, but we must ensure proper delegation in smaller subtrees as well, so the possible reduction in network traffic is very small. Also, as discussed in the previous section and in Figure 6, the overall superfluous traffic created by replication of broadcast can sometimes be higher than expected, depending on the network latencies experienced by nodes.

IV. Results

In order to evaluate the broadcast algorithms and to validate the model presented in Section III, we developed a specific simulator, which implements the necessary algorithms of Kademlia, and uses packet loss probabilities and latencies measured in real networks.

A. Reliability with Different Packet Loss Ratios

While reliability has a high deviation, on the average it can still be ensured by increasing replication. Figure 7 shows the simulation of an overlay with 1000 nodes. For a fairly high packet loss ratio $P_x \geq 20\%$, reliability can still be increased to 99% with only $k_{b,3}$.

Figure 7 also shows a comparison for the model presented and simulation. Blue lines indicate the model, while red dots show simulation results. Evidently, simulation shows a higher reliability than the one dictated by the model for $k_{b,3}$. This is caused by the inaccuracy of the estimation $P=1-P_{\text{kb}}$ presented. The reliability gain of replication is only applicable for large subtrees. For small ones, in which there are only one or two neighbors, $k_{b,3}$ cannot be used. This would decrease overall reliability. However, when messages are duplicated, any node can receive the broadcast message through more than one path, some of which may be shorter than the path dictated by its Hamming distance. The average number of hops in which a node receives the message is lower, so the probability of getting it is higher. This has the effect that the reliability of the algorithm is higher than expected.
B. Number of Messages Required by the Broadcast

As discussed before, the algorithm presented in Section III uses $N-1$ messages only when parameterized not to use replication. When using replication the number of messages per node increases also with the level of replication and with the size of the overlay. Selecting multiple responsible nodes for subtrees has the side-effect that a single node can receive a broadcast message more than once. It is also possible that more network packets are in the network on the way to it at the same time. This phenomenon affects the number of messages generated by the algorithm. Consider the overlay of five nodes, with NodeIDs 0, 4, 5, 6 and 7 on Figure 6 for an illustration.

First assume that the broadcast is started by node 0, as seen on Figure 2. If $k_b=2$, it will send the message to two delegates in the distant subtree, 4 and 6, as shown by the black arrows. Both do the broadcast: node 4 sends the message to $k_b=2$ nodes, 6 and 7, and also to its neighbor, 5 (blue arrows). Node 6 acts similarly, by sending the message to 4, 5 and 7 (red arrows). Neglecting other messages still to be sent, this is 8 messages altogether.

If network latencies are diverse, the same broadcast can be carried out with totally different messages, as seen on Figure 6. Node 0 starts the message again, by sending it to 4 and 6. Now assume that to node 6 the network link has a very high latency. Node 4 receives the message much sooner, so starts the algorithm. In its distant subtree it can use replication (for 6 and 7), while in its closer subtree it cannot use replication, as node 5 is the only node in the whole subtree. Messages are quickly sent along the blue arrows and well. Now assume that the slow message (denoted by the red arrow) above now arrives. At this time, it will have no effect at all, because node 6 has already received the message from node 4, and discards the duplicate. The overall message count for this scenario is only 5.

This phenomenon can be observed in simulation results as well, as seen in Figure 8. When network latencies were modeled after the “King” dataset [13], more messages were generated than in the simulated overlay using the latencies measured in the Mainline BitTorrent overlay [12]. The deviation of the values in the latter is much higher, so fewer messages are needed for broadcast. An overlay with totally uniform network latencies between any two nodes was also simulated. For that unreal boundary condition, much more messages were counted, which is consistent with the above discussion.

V. Conclusion

The novel algorithm presented in this article is applicable in the Kademlia overlay network to send quick and reliable broadcast messages. The algorithm uses no auxiliary routing tables other than those already created by Kademlia nodes; therefore it has zero additional maintenance costs. Nodes running the algorithm use multiple responsible node selection to enhance speed and reliability. As the model and simulation experience presented in the article indicate, replication allows one to increase reliability to any desired level at the cost of increased network traffic. However, nodes can calculate the required number of replicated messages in advance for an optimal trade-off between network cost and the reliability demanded by the application.

The article also investigated the possibility of using differentiated replication levels for each subtree size in the overlay for the broadcast algorithm. Although common sense dictates that replication is more important in subtrees with more nodes, both the model and the simulation results...
presented seem to contradict this. However, by having investigated the number of messages in each subtree, we found that replication is equally important in any of the subtrees, and the number of necessary responsible nodes is not dependent on the height of the subtree involved, once replication is estimated for the whole overlay. Our conclusion is that the same level of replication should be used for any subtree height, as the reliability gain of increasing replication in the higher subtrees only is marginal.
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